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Overview

> What are large language models (LLMs)?
> Clinical applications

> Limitations/caveats/pitfalls
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Clinical applications

> Risk stratification/prognostication models
> Clinical decision support algorithms

> Automating repetitive tasks, e.g. administrative tasks

like discharge summaries
> Simulated clinical trials

> Automatic integration of multimodal data for clinical*
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and administrative purposes

*extensive validation needed*




Limitations

> Ethical concerns

> Perpetuating bias in clinical care, med education,

research design
> Black box nature
> Cost and environmental burden/carbon footprint
> Cheap imitation models - questionable reliability

> Hallucinations (or perhaps “fabricating information”?)
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Hearing it from ChatGPT itself

Q: When I ask you to generate new text, are you coming
up with the ideas yourself or just repackaging previously
written works?

A: [...] I do not come up with the ideas myself. Instead, |
generate text based on patterns and relationships within
my training data. This means that I am essentially repack-
aging previously written works, based on what I believe
to be the most probable continuation of the given input

text.
A: As an Al language model, I do not have a built-in filter

to determine the correctness of my output.”

R. Azamfirei, SR. Kudchadkar, J. Fackler. Critical Care volume 27, Article number: 120 (2023)



https://ccforum.biomedcentral.com/




Thank you!
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